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Abstract. Deep neural networks (DNNs) are the workhorses of deep
learning, which constitutes the state of the art in numerous application
domains. However, DNN-based decision rules are notoriously prone to
poor generalization, i.e., may prove inadequate on inputs not encountered
during training. This limitation poses a significant obstacle to employ-
ing deep learning for mission-critical tasks, and also in real-world envi-
ronments that exhibit high variability. We propose a novel, verification-
driven methodology for identifying DNN-based decision rules that gener-
alize well to new input domains. Our approach quantifies generalization
to an input domain by the extent to which decisions reached by inde-
pendently trained DNNs are in agreement for inputs in this domain. We
show how, by harnessing the power of DNN verification, our approach
can be efficiently and effectively realized. We evaluate our verification-
based approach on three deep reinforcement learning (DRL) benchmarks,
including a system for Internet congestion control. Our results establish
the usefulness of our approach. More broadly, our work puts forth a
novel objective for formal verification, with the potential for mitigating
the risks associated with deploying DNN-based systems in the wild.

1 Introduction

Over the past decade, deep learning [35] has achieved state-of-the-art results
in natural language processing, image recognition, game playing, computational
biology, and many additional fields [4,18,21,45,50,84,85]. However, despite its
impressive success, deep learning still suffers from severe drawbacks that limit
its applicability in domains that involve mission-critical tasks or highly variable
inputs.

One such crucial limitation is the notorious difficulty of deep neural networks
(DNNs) to generalize to new input domains, i.e., their tendency to perform
poorly on inputs that significantly differ from those encountered while training.
During training, a DNN is presented with input data sampled from a specific dis-
tribution over some input domain (“in-distribution” inputs). The induced DNN-
based rules may fail in generalizing to inputs not encountered during training
due to (1) the DNN being invoked “out-of-distribution” (OOD), i.e., when there
is a mismatch between the distribution over inputs in the training data and in
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the DNN’s operational data; (2) some inputs not being sufficiently represented
in the finite training data (e.g., various low-probability corner cases); and (3)
“overfitting” the decision rule to the training data.

A notable example of the importance of establishing the generalizability of
DNN-based decisions lies in recently proposed applications of deep reinforce-
ment learning (DRL) [56] to real-world systems. Under DRL, an agent, realized
as a DNN| is trained by repeatedly interacting with its environment to learn a
decision-making policy that attains high performance with respect to a certain
objective (“reward”). DRL has recently been applied to many real-world chal-
lenges [20,44,54,55,64-67,96,108]. In many application domains, the learned
policy is expected to perform well across a daunting breadth of operational
environments, whose diversity cannot possibly be captured in the training data.
Further, the cost of erroneous decisions can be dire. Our discussion of DRL-based
Internet congestion control (see Sect. 4.3) illustrates this point.

Here, we present a methodology for identifying DNN-based decision rules
that generalize well to all possible distributions over an input domain of interest.
Our approach hinges on the following key observation. DNN training in general,
and DRL policy training in particular, incorporate multiple stochastic aspects,
such as the initialization of the DNN’s weights and the order in which inputs
are observed during training. Consequently, even when DNNs with the same
architecture are trained to perform an identical task on the same data, somewhat
different decision rules will typically be learned. Paraphrasing Tolstoy’s Anna
Karenina [93], we argue that “successful decision rules are all alike; but every
unsuccessful decision rule is unsuccessful in its own way”. Differently put, when
examining the decisions by several independently trained DNNs on a certain
input, these are likely to agree only when their (similar) decisions yield high
performance.

In light of the above, we propose the following heuristic for generating DNN-
based decision rules that generalize well to an entire given domain of inputs:
independently train multiple DNNs, and then seek a subset of these DNNs that
are in strong agreement across all possible inputs in the considered input domain
(implying, by our hypothesis, that these DNNs’ learned decision rules generalize
well to all probability distributions over this domain). Our evaluation demon-
strates (see Sect. 4) that this methodology is extremely powerful and enables
distilling from a collection of decision rules the few that indeed generalize better
to inputs within this domain. Since our heuristic seeks DNNs whose decisions
are in agreement for each and every input in a specific domain, the decision rules
reached this way achieve robustly high generalization across different possible
distributions over inputs in this domain.

Since our methodology involves contrasting the outputs of different DNNs
over possibly infinite input domains, using formal verification is natural. To
this end, we build on recent advances in formal verification of DNNs [2,12,14,
16,27,60,78,86,102]. DNN verification literature has focused on establishing the
local adversarial robustness of DNNG, i.e., seeking small input perturbations that
result in misclassification by the DNN [31,36,61]. Our approach broadens the
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applicability of DNN verification by demonstrating, for the first time (to the best
of our knowledge), how it can also be used to identify DNN-based decision rules
that generalize well. More specifically, we show how, for a given input domain,
a DNN verifier can be utilized to assign a score to a DNN reflecting its level
of agreement with other DNNs across the entire input domain. This enables
iteratively pruning the set of candidate DNNs, eventually keeping only those in
strong agreement, which tend to generalize well.

To evaluate our methodology, we focus on three popular DRL benchmarks:
(i) Cartpole, which involves controlling a cart while balancing a pendulum; (ii)
Mountain Car, which involves controlling a car that needs to escape a valley;
and (iil) Aurora, an Internet congestion controller.

Aurora is a particularly compelling example for our approach. While Aurora
is intended to tame network congestion across a vast diversity of real-world
Internet environments, Aurora is trained only on synthetically generated data.
Thus, to deploy Aurora in the real world, it is critical to ensure that its policy
is sound for numerous scenarios not captured by its training inputs.

Our evaluation results show that, in all three settings, our verification-driven
approach is successful at ranking DNN-based DRL policies according to their
ability to generalize well to out-of-distribution inputs. Our experiments also
demonstrate that formal verification is superior to gradient-based methods and
predictive uncertainty methods. These results showcase the potential of our app-
roach. Our code and benchmarks are publicly available as an artifact accompa-
nying this work [8].

The rest of the paper is organized as follows. Section 2 contains background
on DNNs, DRLs, and DNN verification. In Sect. 3 we present our verification-
based methodology for identifying DNNs that successfully generalize to OOD
inputs. We present our evaluation in Sect. 4. Related work is covered in Sect. 5,
and we conclude in Sect. 6.

2 Background

Deep Neural Networks (DNNs) [35]

are directed graphs that comprise several Weighted ReLU Output
layers. Upon receiving an assignment of | "2 poy

values to the nodes of its first (input) ™ T’.—’ .\2;
layer, the DNN propagates these values, + vl
layer by layer, until ultimately reaching 2 4 . ./1y

the assignment of the final (output) layer. > T, RelU

Computing the value for each node is

performed according to the type of that

node’s layer. For example, in weighted- Fig. 1. A toy DNN.

sum layers, the node’s value is an affine combination of the values of the nodes
in the preceding layer to which it is connected. In rectified linear unit (ReLU)
layers, each node y computes the value y = ReLU(x) = max(z,0), where z is a
single node from the preceding layer. For additional details on DNNs and their
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training see [35]. Figure 1 depicts a toy DNN. For input V; = [1,2]T, the sec-
ond layer computes the (weighted sum) Vo = [10, —1]T. The ReLU functions are
subsequently applied in the third layer, and the result is V3 = [10,0]7. Finally,
the network’s single output is V3 = [20].

Deep Reinforcement Learning (DRL) [56] is a machine learning paradigm,
in which a DRL agent, implemented as a DNN, interacts with an environment
across discrete time-steps t € 0,1, 2.... At each time-step, the agent is presented
with the environment’s state s; € S, and selects an action N(s;) = a; € A.
The environment then transitions to its next state s;y1, and presents the agent
with the reward r; for its previous action. The agent is trained through repeated
interactions with its environment to maximize the expected cumulative discounted
reward Ry = E[ >, v" - ;] (where v € [0,1] is termed the discount factor) [38,
82,90,91,97,107].

DNN and DRL Verification. A sound DNN verifier [46] receives as input
(i) a trained DNN N; (ii) a precondition P on the DNN’s inputs, limiting the
possible assignments to a domain of interest; and (iii) a postcondition @ on
the DNN’s outputs, limiting the possible outputs of the DNN. The verifier can
reply in one of two ways: (i) SAT, with a concrete input z’ for which P(z’) A
Q(N(2)) is satisfied; or (ii) UNSAT, indicating there does not exist such an z’.
Typically, () encodes the negation of N’s desirable behavior for inputs that
satisfy P. Thus, a SAT result indicates that the DNN errs, and that z’ triggers
a bug; whereas an UNSAT result indicates that the DNN performs as intended.
An example of this process appears in Appendix B of our extended paper [7].
To date, a plethora of verification approaches have been proposed for general,
feed-forward DNNs [3,31,41,46,61,99], as well as DRL-based agents that operate
within reactive environments [5,9,15,22,28].

3 Quantifying Generalizability via Verification

Our approach for assessing how well a DNN is expected to generalize on out-of-
distribution inputs relies on the “Karenina hypothesis”: while there are many
(possibly infinite) ways to produce incorrect results, correct outputs are likely
to be fairly similar. Hence, to identify DNN-based decision rules that generalize
well to new input domains, we advocate training multiple DNNs and scoring the
learned decision models according to how well their outputs are aligned with
those of the other models for the considered input domain. These scores can be
computed using a backend DNN verifier. We show how, by iteratively filtering
out models that tend to disagree with the rest, DNNs that generalize well can
be effectively distilled.

We begin by introducing the following definitions for reasoning about the
extent to which two DNN-based decision rules are in agreement over an input
domain.

Definition 1 (Distance Function). Let O be the space of possible outputs for
a DNN. A distance function for O is a function d : O x O — RT.
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Intuitively, a distance function (e.g., the L; norm) allows us to quantify the
level of (dis)agreement between the decisions of two DNNs on the same input.
We elaborate on some choices of distance functions that may be appropriate in
various domains in Appendix B of our extended paper [7].

Definition 2 (Pairwise Disagreement Threshold). Let Ny, Ny be DNNs
with the same output space O, let d be a distance function, and let ¥ be an input
domain. We define the pairwise disagreement threshold (PDT) of N1 and N
as:

o= PDTy4(Ny,N2) £min{a’ € RT |Vz € ¥: d(Ny(z), Na(z)) < o'}

The definition captures the notion that for any input in ¥, N; and Ny pro-
duce outputs that are at most a-distance apart. A small « value indicates that
the outputs of N7 and Ny are close for all inputs in ¥, whereas a high value
indicates that there exists an input in ¥ for which the decision models diverge
significantly.

To compute PDT values, our approach employs verification to conduct a
binary search for the maximum distance between the outputs of two DNNs; see
Algorithm 1.

Algorithm 1. Pairwise Disagreement Threshold

Input: DNNs (NV;, Nj), distance func. d, input domain ¥, max. disagreement M > 0
Output: PDT(N;, N;)
low «+— 0, high <+ M
while (low < high) do
o« 5 - (low+high)
query <« SMT SOLVER (P «— ¥, [N;; N;],Q «— d(Ni, N;) > «)
if query is SAT then: low «— «
else if query is UNSAT then: high «+ «
end while
return «

Pairwise disagreement thresholds can be aggregated to measure the disagree-
ment between a decision model and a set of other decision models, as defined
next.

Definition 3 (Disagreement Score). Let N'= {Ny, Na,..., Ny} be a set of
k DNN-induced decision models, let d be a distance function, and let ¥ be an
input domain. A model’s disagreement score (DS) with respect to N is defined
as:

1
T > PDTyw(Ni,N;)

DSxaw (N;) =
Wl = 37 jell i
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Intuitively, the disagreement score measures how much a single decision model
tends to disagree with the remaining models, on average.

Using disagreement scores, our heuristic employs an iterative scheme for
selecting a subset of models that generalize to OOD scenarios—as encoded by
inputs in ¥ (see Algorithm 2). First, a set of K DNNs {Ny, Na, ..., Ni} are inde-
pendently trained on the training data. Next, a backend verifier is invoked to
calculate, for each of the (’;) DNN-based model pairs, their respective pairwise-
disagreement threshold (up to some € accuracy). Next, our algorithm iteratively:
(i) calculates the disagreement score for each model in the remaining subset of
models; (ii) identifies the models with the (relative) highest DS scores; and (iii)
removes them (Line 9 in Algorithm 2). The algorithm terminates after exceed-
ing a user-defined number of iterations (Line 3 in Algorithm 2), or when the
remaining models “agree” across the input domain, as indicated by nearly iden-
tical disagreement scores (Line 7 in Algorithm 2). We note that the algorithm
is also given an upper bound (M) on the maximum difference, informed by the
user’s domain-specific knowledge.

Algorithm 2. Model Selection
Input: Set of models N’ = {Ny,..., Ny}, max disagreement M, number of ITERATIONS
Output: NV C N

1: PDT + PAIRWISE DISAGREEMENT THRESHOLDS(N,d,¥,M) > table with all PDTs
20 N — N

3: for [ =1...ITERATIONS do

4: for N; € N7 do

5: currentDS[N;] « DSy~ (N;, PDT) > based on definition 3
6: end for

T if modelScoresAreSimilar (currentDS) then: break

8: modelsToRemove < findModelsWithHighestDS (currentDS)

9: N’ — N’ \ modelsToRemove > remove models that tend to disagree
10: end for

11: return N’

DS Removal Threshold. Different criteria are possible for determining the DS
threshold above for which models are removed, and how many models to remove
in each iteration (Line 8 in Algorithm 2). A natural and simple approach, used
in our evaluation, is to remove the p% models with the highest disagreement
scores, for some choice of p (25% in our evaluation). Due to space constraints, a
thorough discussion of additional filtering criteria (all of which proved successful)
is relegated to Appendix C of our extended paper [7].

4 Evaluation

We extensively evaluated our method using three DRL benchmarks. As discussed
in the introduction, verifying the generalizability of DRL-based systems is impor-
tant since such systems are often expected to provide robustly high performance
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across a broad range of environments, whose diversity is not captured by the
training data. Our evaluation spans two classic DRL settings, Cartpole [17] and
Mountain Car [68], as well as the recently proposed Aurora congestion controller
for Internet traffic [44]. Aurora is a particularly compelling example for a fairly
complex DRIL-based system that addresses a crucial real-world challenge and
must generalize to real-world conditions not represented in its training data.

Setup. For each of the three DRL benchmarks, we first trained multiple DNNs
with the same architecture, where the training process differed only in the ran-
dom seed used. We then removed from this set of DNNs all but the ones that
achieved high reward values in-distribution (to eliminate the possibility that a
decision model generalizes poorly simply due to poor training). Next, we defined
out-of-distribution input domains of interest for each specific benchmark, and
used Algorithm 2 to select the models most likely to generalize well on those
domains according to our framework. To establish the ground truth for how
well different models actually generalize in practice, we then applied the models
to OOD inputs drawn from the considered domain and ranked them based on
their empirical performance (average reward). To investigate the robustness of
our results, the last step was conducted for varying choices of probability dis-
tributions over the inputs in the domain. All DNNs used have a feed-forward
architecture comprised of two hidden layers of ReLU activations, and include
32-64 neurons in the first hidden layer, and 16 neurons in the second hidden
layer.

The results indicate that models selected by our approach are likely to per-
form significantly better than the rest. Below we describe the gist of our evalua-
tion; extensive additional information is available in [7].

4.1 Cartpole

Cartpole [33] is a well-known RL f :
benchmark in which an agent con- Y ;

trols the movement of a cart with ! é

an upside-down pendulum (“pole”) FFEEE EEEEEE———
attached to its top. The cart moves
on a platform and the agent’s goal is
to keep the pole balanced for as long
as possible (see Fig. 2).

Fig. 2. Cartpole: in-distribution setting
(blue) and OOD setting (red). (Color figure
online)

Agent and Environment. The agent’s inputs are s = (z,v,,0,vg), where x
represents the cart’s location on the platform, 6 represents the pole’s angle (i.e.,
|6] = 0 for a balanced pole, |0| ~ 90° for an unbalanced pole), v, represents the
cart’s horizontal velocity and vy represents the pole’s angular velocity.

In-Distribution Inputs. During training, the agent is incentivized to balance
the pole, while staying within the platform’s boundaries. In each iteration, the
agent’s single output indicates the cart’s acceleration (sign and magnitude) for
the next step. During training, we defined the platform’s bounds to be [—2.4, 2.4],
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and the cart’s initial position as near-static, and close to the center of the plat-
form (left-hand side of Fig.2). This was achieved by drawing the cart’s initial
state vector values uniformly from the range [—0.05,0.05].

(OOD) Input Domain. We consider an input domain with larger platforms
than the ones used in training. To wit, we now allow the x coordinate of the
input vectors to cover a wider range of [—10,10]. For the other inputs, we used
the same bounds as during the training. See [7] for additional details.

Evaluation. We trained 100%-
k= 16 models, all
of which achieved high
rewards during training
on the short platform.
Next, we ran Algorithm 2
until convergence (7 itera-
tions, in our experiments)
on the aforementioned
input domain, resulting in eioiimodels
a set of 3 models. We %
then tested all 16 origi-

nal models using (OOD) Fig. 3. Cartpole: Algorithm 2’s results, per iteration: the
inputs drawn from the parg reflect the ratio between the good /bad models (left
new domain, such that y-axis) in the surviving set of models, and the curve indi-
the generated distribu- cates the number of surviving models (right y-axis).
tion encodes a novel set-

ting: the cart is now placed at the center of a much longer, shifted platform (see
the red cart in Fig. 2).

All other parameters in the OOD environment were identical to those used
for the original training. Figure9 (in [7]) depicts the results of evaluating the
models using 20,000 OOD instances. Of the original 16 models, 11 scored a low-
to-mediocre average reward, indicating their poor ability to generalize to this
new distribution. Only 5 models obtained high reward values, including the 3
models identified by Algorithm 2; thus implying that our method was able to
effectively remove all 11 models that would have otherwise performed poorly in
this OOD setting (see Fig. 3). For additional information, see [7].

80%- -13 %
60%-

40%-

total number

good models
bad models

20%-

set composition by model type

iteration

4.2 Mountain Car

For our second experiment, we evaluated our method on the Mountain Car [79]
benchmark, in which an agent controls a car that needs to learn how to escape
a valley and reach a target. As in the Cartpole experiment, we selected a set of
models that performed well in-distribution and applied our method to identify
a subset of models that make similar decisions in a predefined input domain.
We again generated OOD inputs (relative to the training) from within this
domain, and observed that the models selected by our algorithm indeed general-
ize significantly better than their peers that were iteratively removed. Detailed
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information about this benchmark can be found in Appendix E of our extended
paper [7].

4.3 Aurora Congestion Controller

In our third benchmark, we applied our method to a complex, real-world system
that implements a policy for Internet congestion control. The goal of congestion
control is to determine, for each traffic source in a communication network, the
pace at which data packets should be sent into the network. Congestion control is
a notoriously difficult and fundamental challenge in computer networking [59,69];
sending packets too fast might cause network congestion, leading to data loss
and delays. Conversely, low sending rates might under-utilize available network
bandwidth. Aurora [44] is a DRL-based congestion controller that is the subject
of recent work on DRL verification [9,28]. In each time-step, an Aurora agent
observes statistics regarding the network and decides the packet sending rate
for the following time-step. For example, if the agent observes excellent network
conditions (e.g., no packet loss), we expect it to increase the packet sending rate
to better utilize the network. We note that Aurora handles a much harder task
than classical RL benchmarks (e.g., Cartpole and Mountain Car): congestion
controllers must react gracefully to various possible events based on nuanced
signals, as reflected by Aurora’s inputs. Here, unlike in the previous benchmarks,
it is not straightforward to characterize the optimal policy.

Agent and Environment. Aurora’s inputs are ¢t vectors vy, ..., v, representing
observations from the ¢ previous time-steps. The agent’s single output value
indicates the change in the packet sending rate over the next time-step. Each
vector v; € R3 includes three distinct values, representing statistics that reflect
the network’s condition (see details in Appendix F of [7]). In line with previous
work [9,28,44], we set t = 10 time-steps, making Aurora’s inputs of size 3t = 30.
The reward function is a linear combination of the data sender’s throughput,
latency, and packet loss, as observed by the agent (see [44] for additional details).

In-Distribution Inputs. Aurora’s training applies the congestion controller
to simple network scenarios where a single sender sends traffic towards a single
receiver across a single network link. Aurora is trained across varying choices of
initial sending rate, link bandwidth, link packet-loss rate, link latency, and size
of the link’s packet buffer. During training, packets are initially sent by Aurora
at a rate corresponding to 0.3 — 1.5 times the link’s bandwidth.

(OOD) Input Domain. In our experiments, the input domain encoded a link
with a shallow packet buffer, implying that only a few packets can accumulate in
the network (while most excess traffic is discarded), causing the link to exhibit a
volatile behavior. This is captured by the initial sending rate being up to 8 times
the link’s bandwidth, to model the possibility of a dramatic decrease in available
bandwidth (e.g., due to competition, traffic shifts, etc.). See [7] for additional
details.
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Evaluation. We ran our algorithm and scored the models based on their dis-
agreement upon this large domain, which includes inputs they had not encoun-
tered during training, representing the aforementioned novel link conditions.

Experiment (1): High Packet Loss. In this experiment, we trained over 100
Aurora agents in the original (in-distribution) environment. Out of these, we
selected k = 16 agents that achieved a high average reward in-distribution (see
Fig. 20a in [7]). Next, we evaluated these agents on OOD inputs that are included
in the previously described domain. The main difference between the training
distribution and the new (OOD) ones is the possibility of extreme packet loss
rates upon initialization.

Our evaluation over the OOD inputs, within the domain, indicates that
although all 16 models performed well in-distribution, only 7 agents could suc-
cessfully handle such OOD inputs (see Fig. 20b in [7]). When we ran Algorithm 2
on the 16 models, it was able to filter out all 9 models that generalized poorly
on the OOD inputs (see Fig.4). In particular, our method returned model {16},
which is the best-performing model according to our simulations. We note that
in the first iterations, the four models to be filtered out were models {1, 2, 6,13},
which are indeed the four worst-performing models on the OOD inputs (see
Appendix F of [7]).

120 100%- g
[
100 5 4,
3 8% 13§
- 80 e 128
S 3 60% 108
= 60 s 2
2 @ 40%- 5
40 £ 5
EEE - minimum 8 20%- == good models £
20 mn - median E " mmm bad models
s maximum —=— number of models
0 0%-
0 1 2 3 4 5 6 7 o 1 2 3 4 5 6 7
iteration iteration
(a) Reward statistics of remaining models (b) Ratio between good/bad models

Fig. 4. Aurora: Algorithm 2’s results, per iteration.

Experiment (2): Additional Distributions over OOD Inputs. To further
demonstrate that, in the specified input domain, our method is indeed likely to
keep better-performing models while removing bad models, we reran the previous
Aurora experiments for additional distributions (probability density functions)
over the OOD inputs. Our evaluation reveals that all models removed by Algo-
rithm 2 achieved low reward values also for these additional distributions. These
results highlight an important advantage of our approach: it applies to all inputs
within the considered domain, and so it applies to all distributions over these
mnputs.

Additional Experiments. We also generated a new set of Aurora models
by altering the training process to include significantly longer interactions. We
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then repeated the aforementioned experiments. The results (summarized in [7])
demonstrate that our approach (again) successfully selected a subset of models
that generalizes well to distributions over the OOD input domain.

4.4 Comparison to Additional Methods

Gradient-based methods [40,53,62,63] are optimization algorithms capable of
finding DNN inputs that satisfy prescribed constraints, similarly to verification
methods. These algorithms are extremely popular due to their simplicity and
scalability. However, this comes at the cost of being inherently incomplete and
not as precise as DNN verification [11,101]. Indeed, when modifying our algo-
rithm to calculate PDT scores with gradient-based methods, the results (sum-
marized in Appendix G of [7]) reveal that, in our context, the verification-based
approach is superior to the gradient-based ones. Due to the incompleteness of
gradient-based approaches [101], they often computed sub-optimal PDT values,
resulting in models that generalize poorly being retained.

Predictive uncertainty methods [1,74] are online methods for assessing uncer-
tainty with respect to observed inputs, to determine whether an encountered
input is drawn from the training distribution. We ran an experiment com-
paring our approach to uncertainty-prediction-based model selection: we gen-
erated ensembles [23,30,51] of our original models, and used a variance-based
metric (motivated by [58]) to identify subsets of models with low output vari-
ance on OOD-sampled inputs. Similar to gradient-based methods, predictive-
uncertainty techniques proved fast and scalable, but lacked the precision afforded
by verification-driven model selection and were unable to discard poorly general-
izing models. For example, when ranking Cartpole models by their uncertainty
on OOD inputs, the three models with the lowest uncertainty included also
“bad” models, which had been filtered out by our approach.

5 Related Work

Recently, a plethora of approaches and tools have been put forth for ensur-
ing DNN correctness [2,6,10,15,19,24-27,29,31,32,34,36,37,41-43,46-49,52,
57,61,70,76,81,83,86,87,89,92,94,95,98,100,102,104,106], including techniques
for DNN shielding [60], optimization [14,88], quantitative verification [16],
abstraction [12,13,73,78,86,105], size reduction [77], and more. Non-verification
techniques, including runtime-monitoring [39], ensembles [71,72,80,103] and
additional methods [75] have been utilized for OOD input detection.

In contrast to the above approaches, we aim to establish generalization guar-
antees with respect to an entire input domain (spanning all distributions across
this domain). In addition, to the best of our knowledge, ours is the first attempt
to exploit variability across models for distilling a subset thereof, with improved
generalization capabilities. In particular, it is also the first approach to apply
formal verification for this purpose.
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6 Conclusion

This work describes a novel, verification-driven approach for identifying DNN
models that generalize well to an input domain of interest. We presented an
iterative scheme that employs a backend DNN verifier, allowing us to score
models based on their ability to produce similar outputs on the given domain.
We demonstrated extensively that this approach indeed distills models capable
of good generalization. As DNN verification technology matures, our approach
will become increasingly scalable, and also applicable to a wider variety of DNNs.
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